
Event Builder / Level-3
Upgrade for CDF Run IIb

Christoph Paus, MIT

Lehman Review
September, 2002



Overview of CDF DAQ

Event Builder IIa
ATM switch 32 ports
input rate [Hz] 300
event size [kB] 150
total flow [MB/s] 44

Level-3 Processing IIa
PC workers (dual) 144
input rate [Hz] 300
output rate [Hz] 30
rejection rate ≈ 10
logging flow [MB/s] 4.4

Status
☞ completed in time on budget
☞ 1 year operation under battle

condition
☞ no limitations to data taking
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Event Builder and Level-3 PC Farm
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Performance Specifications

Event Building, Upgrade

IIa Spec IIa now IIb spec
L2 accept rate [Hz] 300 300(500) 750
event size [kB] 150 250 500
total flow [MB/s] 44 70-120 375

Level-3 Processing, Upgrade

IIa Spec IIa now IIb spec
L3 input rate [Hz] 300 300(500) 750
output rate [Hz] 30-75 75 85
workers [duals] 144 270 270
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Event Builder Performance - Rate

Theoretical Limit

ATM link bandwidth ∗ NSCPU
Average EventSize = 16 MB/s∗ 15

250 kB ≈ 1000 Hz

Practical Limitations
☞ non uniform data distribution
☞ data volume fluctuations
☞ limitations in other parts of DAQ (ex. L2)
☞ protocol overheads, latencies in control ....

Performance so far
☞ reached 300 (500) Hz sustained rate
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Event Builder Performance - Data Volume

Theoretical Limit

ATM link bandwidth ∗ NSCPU = 16 MB/s ∗ 15 ≈ 240 MB/s

Practical Limitations
☞ non uniform data distribution
☞ data volume fluctuations
☞ limitations in other parts of DAQ (ex. L2)
☞ protocol overheads, latencies in control ....

Performance Run IIb estimate
☞ event size: 500 kB
☞ event rate: 750 Hz (1.1 kHz peaks)
☞ data volume: 375 MB/s (550 MB/s peaks)
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Event Builder Upgrade

Upgrade Strategy
☞ needs to fit into present system
☞ required rate increase: factor of 2
☞ minimal change to the software
☞ upgrade OC-3 to OC-12 connections
☞ new ATM switch ASX 4000

Quote from December 2001

ASX 4000 32 ports 1 $215k
OC-12 PMC card 15 $30k
OC-12 PCI card 16 $60k
System Cost $305k
Spares ASX 4000 1/1 $91k
Spare PMC card 3 $12k
Spare PCI card 3 $6k
System Cost with spares $414k
Total Cost (incl. 30% cont) $538k

SCPU Scanner CPU

OC−12 PMC card
Cyclone PMC59

ATM switch
ASX 4000 − 32 ports

OC−12 PCI card

Converter PC

ForeRunnerHE 622
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Summary

Event Builder Upgrade
☞ need factor of 2 upgrade in data throughput
☞ choose economic scheme: as similar as possible
☞ ATM switch with OC-12 ports: bandwith factor 3-4
☞ $414k including spares
☞ $538k including spares and contingency (30%)
☞ human resources 1.5 + 1 FTE (2 years)
☞ additional labor available in emergency
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Level-3 Monitor
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Summary Maintenance/Upgrade

Level-3/DAQ PC Maintance
☞ PCs are obsolete after 3 years
☞ purchase new hardware over several years
☞ cost of about $400k until 2005

Level-3 PC Upgrade
☞ higher occupancy means higher processing time
☞ amount is difficult to estimate
☞ probably smaller than 2
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About Recommendations

Alternative Technologies
At present only the ATM technology has been carefully evaluated at CDF and
implemented for the Run IIa system. The upgrade in that directions seems
straight forward although it will involve significant amount of work and is probably
more expensive than some of the alternative solutions.
Other technologies like Gigabit ethernet or MyriNet provide on paper the
necessary performance but have not yet been carefully studied at CDF. Before
the system is bought alternative solutions, in particular Gigabit ethernet are
going to be carefully evaluated. It is not unlikely that the Run IIb Event-Builder
will in the end use one of the alternative technologies.
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About Recommendations

Linux and VxWorks ATM Drivers / Upgrades
Since ATM is no commodity component drivers for the network cards, in
particular the VxWorks driver, are an issue. For the existing system significant
expertise with very similar cards has been acquired; one MIT researcher and
one MIT student. The drivers have been developed in a time period of roughly
one year.
At present the CPUs driving the switch are no limitation to its performance and
there is no compelling reason for regular upgrades of the operating system.
Upgrades of the drivers to a new version of the Linux operating systems have
been performed twice and have in both cases not taken longer than two weeks.
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About Recommendations

Risk Analysis: Linux and VxWorks ATM Drivers / Upgrades / Personnel
The expertise in the MIT group is concentrated in one researcher but has to
some extent been propagated to another postdoc. It is at present unlikely that
the researcher leaves the group and it is expected that he will propagate his
expertise to two new students and another postdoc.
In general the group is computer savy and eventual departures could be
accommodated by other personnel. For the unlikely case that there is a
shortage of expertize we plan for one additional external computer expert, which
would be able to help solve a potential problem. We see this as a contingency
and believe the risk for the timely and proper completion of the project is low.
The presented plan is basically identical to the implementation of the Run IIa
system which was completed on budget and very timely.
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